Topic3. Correlation and R-Squared
Credit by https://win-vector.com/2011/11/21/correlation-and-r-squared/
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Let assume fis the model that minimizes squared-error loss =>
® there is no scaling of f that will improve the fit (a=1)
® there is no shift of f that will improve the fit (b=0)

= Since g(1,0) is the optimum, then the derivatives of g are zero here
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Shift the coordinateso f =0 & y =0

S i—f)? S i—f)? yy=2y-f+ff
2 _ Li=a\WVi )i — _ &i=1\ViTJi — _
R*=1 L i—¥)? L y? 1 yy - (2)

Combing (1) & (2)
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Combing (1) & (4)
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Combing (3) & (5)



