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Let assume f is the model that minimizes squared-error loss => 

l there is no scaling of f that will improve the fit (a=1) 

l there is no shift of f that will improve the fit (b=0) 

ð Since g(1,0) is the optimum, then the derivatives of g are zero here 
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= 2𝑓 ∙ 𝑓 − 2𝑦 ∙ 𝑦 = 0	

𝑓 ∙ 𝑓 = 𝑦 ∙ 𝑓 … (1) 
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= 0	

𝑓̅ = 𝑦5 

Shift the coordinate so 𝑓̅ = 0 & 𝑦5 = 0 
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Combing (1) & (2)  
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Correlation 
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Combing (1) & (4) 

𝜌 = ,∙,
2(,∙,)(*∙*)

= 9,∙,
*∙*

 … (5) 

 

Combing (3) & (5) 

𝑅" = 𝜌" 

 


